Numerical Solution of linear and nonlinear Periodic Physical Problems using Fourier spectral method
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Abstract: This paper uses a spectral algorithm for the numerical solution of unsteady periodic problems. This algorithm which is based on discrete Fourier transforms uses a Fourier representation for periodic conditions of problems and hence solves the periodic state directly. Without resolving transients because the discrete Fourier transforms have the periodic property to confirm physics of flow. The algorithm has been proposed for the fast and efficient computation of periodic flows. The algorithm has been validated with Stokes’ second problem as a linear problem and Burgers’ equation as a nonlinear problem. The same numerical results are compared with an analytical solution, second-order Backward Difference Formula (BDF) and finite difference method (FDM) results. By enforcing periodicity by using Fourier representation that has a spectral accuracy, a tremendous increase of accuracy has been obtained compared to using the conventional numerical methods like BDF and FDM. Results verify the small number of time intervals per oscillating cycle required to capture the flow physics in Stokes’ second problem. Moreover, they show that a small number of points in a computational grid are required to capture the flow physics in Burgers’ equation. Furthermore, this algorithm is more able than a finite difference method to capture shock.
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1. Introduction

There are many actual physical phenomena with periodic boundary conditions like periodic flows that have been used extensively, including in the analysis of flow around helicopter blades, acoustic streaming around an oscillating body, analysis of problems with periodic boundary conditions, oscillation bodies etc. In these matters, flow behaviour is periodic in the time or space computational domain. The employment of algorithms capable of using the periodic property of flow can be helpful in analysing these problems. What is important in the numerical solution is the balance between computational time and accuracy of the solution. In traditional numerical schemes like BDF and FDM, solution accuracy comes down, if large time and space steps are chosen and time resolved intensity will increase when they are small. Therefore, an algorithm is suitable to reduce the time of solving and also maintain good accuracy.

In recent years, researchers have turned to using Fourier-based algorithms to reduce the computational expense and to increase the significant accuracy of numerical solutions for analysing periodic problems. Moin [1] has carried out many studies in the Fourier Spectral method. Also Hall et al. [2]; McMullen et al. [3, 4]; Gopinath and Jameson [5, 6] and Mohaghegh and Malek-Jafarian [7] have used Fourier-based methods for time periodic problems. Gopinath and Jameson [5, 6] and Mohaghegh and Malek-Jafarian [7] used a Fourier-based time integration for periodic flow solutions by using a Fourier collocation matrix for the temporal derivative term. This method avoids the transformation of dependent variables back and forth from time and frequency domain. The governing equations are now essentially solved in the physical domain. The detailed algorithm of this technique will be presented in section 2.3.

The physical problems can be periodic on the time or on the space. It depends on their boundary conditions. In this study, Stokes’ second problem and Burgers’ equation are investigated numerically by the Fourier spectral algorithm, as widely used and interested classical problems of linear and nonlinear problems, respectively.

In the first part of this study, the Stokes’ second problem is analysed. This problem is one of the most famous and classic problems that describe the oscillatory flat plate in a semi-infinite flow domain with a specific frequency. This problem has received much attention owing to its practical applications.

The Stokes’ second problem was first treated by Stokes [8] and later by Rayleigh [9]. In recent years, many searches have been made on this problem. Erdogan [10] analysed the unsteady flow of viscous fluid owing to an oscillating plane wall by using Laplace transform technique. Vajravelu and Rivera [11] discussed the hydro magnetic flow over an oscillating plate. Devakar and Iyengar [12] solved Stokes’ first and second problems for an incompressible couple stress fluid, considered under isothermal conditions, through the use of Laplace transform technique. Fetecau et al. [13] introduced new and simpler exact solutions corresponding to the second problem of Stokes for Newtonian fluids. These solutions as a sum of the steady-state and transient solutions are in accordance with the previous results. Fetecau et al. [14] presented new exact solutions corresponding to the second problem of Stokes for Maxwell fluids. Srinivasan and Rajagopal [15] studied a variant of Stokes’ first and second problems for fluids with pressure dependent viscosities and found that the velocity field and hence the structure of the vorticity and the shear stress at the walls for fluids with pressure dependent viscosity, are markedly different from those for the classical Navier–Stokes fluid. Prusa [16] presented an exact formulae by revisiting the numerical study carried out by Srinivasan and Rajagopal [15]. Liu [17] solved...
the extended Stokes’ problems by integral transforms. Riccardi [18] discussed the analytical solutions of first and second Stokes’ problems for infinite and finite-depth flows of a Newtonian fluid in planar geometries. By using this approach, he concluded that stagnation points have been found in infinite-depth flows.

Massoudia and Vaidya [19] studied the unsteady motion of an inhomogeneous incompressible viscous fluid, where the viscosity varies spatially according to various models.

In the second part of this study, Burgers’ equation is analysed numerically by the Fourier spectral algorithm. During the last few decades considerable efforts have been directed towards the development of a robust computational procedure to tackle nonlinear partial differential equations encountered in various fields of science and engineering. One of the most common equations involving both nonlinear propagation effects and diffusive effects is the Burgers’ equation. It is a simplified form of the Navier–Stokes’ equation carrying a combination of convection and diffusion terms and without the pressure term and the volume forces. Generally this equation is used in order to test numerical schematics. Also, this equation is well-known to show shock formation.

Burgers’ equation was proposed as a model of turbulent fluid motion. It is important in a variety of applications because nonlinear phenomena play a crucial role in applied mathematics and physics and in mechanics and biology.

Bateman [20] in 1915 first introduced Burgers’ equation (1). Later, describing a mathematical model of turbulence, it was proposed by J.M. Burgers [21, 22].

In the context of gas dynamics, the problem was first solved and discussed by Hop [23] and Cole [24]. They also illustrated independently that the Burgers’ equation can be solved exactly for an arbitrary initial condition. Also, Cole [24] studied the general properties of the Burgers’ equation and pointed out that it shows the typical features of shock wave theory.

During the past decade, the use of high-order numerical algorithms in the context of finite difference method has become relatively popular in computational fluid dynamics. In recent years, many researchers have introduced new and various methods to solve the Burger’s equation. Darvishi and Javidi [25, 26] studied a numerical solution of Burgers’ equation by a pseudo spectral method and Darvishi’s preconditioning. Abdou and Soliman [27] used a variational iteration method for solving Burgers and coupled Burgers’ equations. Also, this can be referred to recent studies in this field inclusive of recent works of [28] [29] [30] and [31]. The non linearity and the shock formation are the main difficulties for correct solving of the problems. For the numerical computation the scheme should be accurate enough to be able to render the strong gradients over a limited set of points.

In this paper Fourier spectral algorithm has been used for the numerical solution of the linear periodic problem (Stokes’ second problem) and nonlinear periodic problem (Burgers’ equation) by using Fourier collocation matrix for temporal and space derivative terms respectively.

Also, the same obtained numerical results are compared with an analytical solution with BDF and FDM results.


A. Stokes’ Second Problem:

An infinitely large plate which is oscillating back and forth at a constant frequency is shown in Fig. 1.

![Figure 1. The oscillating plate.](image)

Consider a viscous fluid near this plate. The motion of a viscous fluid caused by the sinusoidal oscillation of a flat plate was termed as Stokes’ second problem by Schlichting [32]. Initially, both the plate and fluid are assumed to be at rest. At time $t = 0^+$, the plate suddenly starts oscillating with the velocity $U \cos(\omega t)$. The study of the flow of a viscous fluid over an oscillating plate is not only of fundamental theoretical interest but it also occurs in many applied problems such as acoustic streaming around an oscillating body, an unsteady boundary layer with fluctuations etc [33].

2.1 Differential Form of the Flow Field Equations:

A two-dimensional and unstable flow is considered parallel to the plate. The volume forces have been ignored and a constant pressure field is considered. The only non-zero momentum equation of unsteady Navier-Stokes reduces to:

$$
\rho \frac{\partial u}{\partial t} = \mu \frac{\partial^2 u}{\partial y^2} \tag{1}
$$

The boundary conditions are:

$$
\begin{align*}
    y = 0 & : \ u = U \cos(\alpha x) \\
    y \to \infty & : \ u = 0
\end{align*}
$$

where $\rho$ is the density, $\mu$ is viscosity, $u$ is component of velocity in the $x$ direction and $U$ is the maximum of the velocity. Analytical solution of this equation is in the following form ([34]):

$$
u(y,t) = U e^{-\beta y} \cos(\alpha x - \beta y) \tag{2}
$$

where

$$
\beta = \frac{1}{\sqrt{2}} \sqrt{\frac{\omega}{v}} \tag{3}
$$

where $\omega$ and $v$ are frequency fluctuations and kinematic viscosity, respectively.
2.2 The BDF scheme

The semi-discrete form of the unsteady equation (1) in the Cartesian coordinates can be written as follows:

\[ \frac{\partial u}{\partial t} + R(u) = 0 \]  

(4)

where \( R(u) = -\frac{\mu}{\rho} \frac{\partial^2 u}{\partial y^2} \).

The time derivative term can be approximated by the Taylor series. One of these approximations in the backward form is BDF scheme. Time discretisation form of the governing equation by explicit BDF scheme is as:

\[ \frac{3u^n - 4u^{n-1} + u^{n-2}}{2\Delta t} + R(u^n) = 0 \]  

(5)

While time discretisation form contains only a few sentences in BDF scheme, this form is the Fourier Spectral Algorithm is as a product of matrices at a vector that is more studied.

2.3 Spectral Method for time derivative term:

The core of this method is based on discrete Fourier transform for solving periodic unsteady partial differential equations. The discrete Fourier transform of \( u \), for a time period \( T \), is given by

\[ \hat{u}_k = \frac{1}{N} \sum_{n=0}^{N-1} u_n e^{-ik \frac{2\pi}{N} n \Delta t} \]  

(6)

And its inverse transform is:

\[ u^n = \begin{cases} \sum_{k=-N/2}^{N/2-1} \hat{u}_k e^{ik \frac{2\pi}{N} n \Delta t} : \text{N is even} \\ 0 : \text{N is odd} \end{cases} \]  

(7)

The Fourier transform of the derivative approximations at \( n \)th time interval is computed by [1] (for more detail see appendix):

\[ D_s u^n = \frac{2\pi}{T} \sum_{j=0}^{N-1} d^n_s u^j \]  

(8)

where \( d^n_s \) is defined by:

\[ d^n_s = \begin{cases} \frac{1}{2} (-1)^{n-j} \cot \left( \frac{\pi(n-j)}{N} \right) : n \neq j \\ 0 : n = j \end{cases} \]  

(9)

and

\[ d^n_s = \begin{cases} \frac{1}{2} (-1)^{n-j} \csc \left( \frac{\pi(n-j)}{N} \right) : n \neq j \\ 0 : n = j \end{cases} \]  

(10)

Since here flow is periodic in time, flow variables (the velocity vector \( u \)) vary periodically by time, too. Therefore, its derivative can be expressed using (8). Thus, the governing equation (4) in semi-discrete form for a computational grid is:

\[ D_s (u^n_t) + R(u^n) = 0 \]  

(11)

Introducing pseudo time, \( \tau \), to (11) in the same manner as the explicit dual time stepping scheme:

\[ \frac{du^n}{d\tau} + D_s u^n + R(u^n) = 0 \]  

(12)

The solver used for this purpose is a conservative cell-centered finite volume scheme. A pseudo-time step with a two-stage Runge-Kutta [35] scheme is performed at each level.

B. Burgers’ equation:

The Burgers’ equation has a convective term, a diffusion term and a time-dependent term, as follows:

\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \nu \frac{\partial^2 u}{\partial x^2} \]  

(13)

where \( u \) is velocity, \( \frac{\partial u}{\partial x} \) is unsteady term, \( u \frac{\partial u}{\partial x} \) is convective term and \( \nu \frac{\partial^2 u}{\partial x^2} \) is diffusion term.

An interesting test case with shock formation is provided by the time evolution of a sinusoidal wave profile. So, initial conditions of above equation are so:

\[ u(x,0) = u_0 \sin \left( \frac{2\pi x}{L} \right) \]  

(14)

where \( L \) is solution area. This initial condition is chosen in order to observe a shock. Boundary conditions are periodic, thus space derivative terms can be discrete using Fourier spectral method. Choosing variables dimensionless as:

\[ x^* = \frac{x}{L}, u^* = \frac{u}{u_0}, \tau^* = \frac{u_0}{L} \tau \]  

Eq. (13) in dimensionless form is achieved as follows:

\[ \frac{\partial u^*}{\partial \tau^*} + u^* \frac{\partial u^*}{\partial x^*} = \frac{1}{Re} \frac{\partial^2 u^*}{\partial x^*^2} \]  

(15)

where \( Re = \frac{u_0 L}{\nu} \) is the Reynolds number. Also, dimensionless initial condition is achieved as follows:

\[ u^*(x^*,0) = \sin \left( 2\pi x^* \right) \]  

(16)

2.4 Spectral Method for Space derivative term:

Similarity to section 2.3, the discrete Fourier transform of \( u \), for a space period \( T \), is given by:

\[ D_s u^n = \frac{2\pi}{T} \sum_{j=0}^{N-1} d^n_s u^j \]  

(17)

where \( D_s \) is a spacial derivative. As a result, second-order derivative is calculated as:

\[ D_s u^n = \left( \frac{2\pi}{T} \right)^2 \sum_{j=0}^{N-1} d^n_s d^n_s u^j \]  

(18)
Therefore Eq. (13) is written as follows:

\[ \frac{\partial u^*}{\partial t^*} = \frac{1}{\text{Re}} D_{xx} \left( u^{**} \right) - u^{**} D_x \left( u^{**} \right) \]  

(19)

3. Numerical Results and Discussions.

3.1 The numerical results of Stokes’ Second Problem:

The solution of equation (1) shows the velocity field of a liquid with infinite length that has been located in the domain \( y \geq 0 \) and is limited by the plate \( y = 0 \). This plate produces simple harmonic oscillations with amplitude \( U \) and frequency \( \omega \). Thus transverse waves with the length \( 2\pi/\beta \) are propagated from the boundary into the liquid. Also the phase velocity of the waves is equal to \( \omega/\beta \) and their amplitudes are decreasing. In the present work, the value of \( \omega \) and \( U \) is set to 1 (\( \omega = U = 1 \)).

The numerical results related to equation (1) are computed by the Fourier Spectral Algorithm for time derivative term that we named time spectral method (TSM) and are shown in Figure 2. As can be seen, the effect of viscosity is limited to only a short distance from the plate.

In all cases the velocity decays to zero as one moves away from the oscillating plate. For larger values of \( \beta \) (corresponding to a high frequency oscillation of the plate) the flow is dominated by inertial effects and the perturbation to the flow field is restricted to a shallow layer near the plate. The fluid’s inertia wants to keep the fluid at rest. For smaller values of \( \beta \) (corresponding to low frequency oscillations or large viscosity) viscous effects dominate and the velocity perturbation caused by the moving plate is felt further inside the bulk of the fluid. Therefore the velocity perturbation decays more slowly as one moves away from the plate. After this, other results are provided for \( \beta = 1 \).

Figure 3 shows the velocity profiles as a function of time and space in each quarter of a period of oscillation. Periodic behaviour of the velocity is obvious in this figure.

Figure 4 presents a comparison between the numerical results of TSM and analytical results in each quarter of the oscillation period. As can be seen in this figure, the results of TSM are match to the analytical results.

Figure 5 presents a comparison between the numerical results of BDF method and analytical results in each quarter of the oscillation period. Comparison of Fig. 4 and Fig. 5 show that the BDF method has less accuracy than the TSM.
Computational costs will increase with $n$.

Viscosity is 1 ($\nu=1$), so viscosity is too low.

The errors have been decreased by increasing the number of time intervals. But it is clear that the computational costs will increase with increasing the number of time intervals.

By comparing the absolute error in Fig. 6, it can be concluded that the Time Spectral method is more accurate in contrast to the BDF method. So the Time Spectral method is a powerful solution to analysing the periodic problems.

Figure 6 shows comparison of the values of absolute error for different time intervals using TSM and BDF. The value of absolute error is computed as the following:

$$\text{Error} = \frac{1}{N} \frac{1}{n} \sum_{n=0}^{N} \sum_{i=0}^{n} \left| \nu_{\text{numerical}}(i) - \nu_{\text{analytical}}(i) \right|$$

where $N$ is the number of time intervals in each period and $n$ is the number of nodes in the computational grid. Fig. 6 shows for the TSM result that increasing the number of time intervals, does not much change the accuracy of the solution (or the value of absolute error), so the TSM is able to capture the physics of the problem well with small numbers of time intervals. This is one of the major advantages of using the TSM. But using the BDF method, the value of errors is large in small number time intervals. The errors have been decreased by increasing the number of time intervals. But it is clear that the computational costs will increase with increasing the number of time intervals.

By comparing the absolute error in Fig. 6, it can be concluded that the Time Spectral method is more accurate in contrast to the BDF method. So the Time Spectral method is a powerful solution to analysing the periodic problems.

3.2 The numerical results of Burgers’ equation:

This section surveys the results of Burgers’ equation by the Fourier Spectral method. Also, some results using the second-order central difference method are obtained and have been compared with the results of Fourier Spectral method. Throughout this paper, we have used the values of $L=1$ and $u_0=1$, so $\text{Re} = \frac{u_0 L}{\nu} = \nu^{-1}$.

Figs. 7-(a), 7-(b) and 7-(c) show the numerical results at different times and for different viscosity. The viscosity tends to erase the disturbance in the flow. The effect of the viscous term is apparent in these figures. Viscosity reduces the amplitude of the wave for an increasing time. The bigger the viscosity is, the faster the disturbance reduces the effect. In Fig. 7-(a), kinematic viscosity is 1 ($\nu=1$), so viscosity is too big to let the shock appear. But by reduced viscosity the possibility of shock formation increases. For $\nu = 0.01$ as in Fig. 7-(c) as can be seen, shock occurs. The fastest fluid catches up with the slowest one so that creates a velocity break. This phenomenon is called shock.
A numerical scheme should be accurate enough to be able to render the strong gradients over a limited set of points. Figs. 9-(a) and 9-(b) show the solution results for \( v = 0.005 \) using Fourier Spectral method and finite difference method, respectively. The results of both methods are reached with the equal number of grid points \((N=40)\). For small values of \( v \), (Here \( v < 0.001 \)) oscillations in the numerical solution near the shock location can be seen (Fig. 9-(b)). These oscillations cannot be seen in Fig. 9-(a). Therefore it is noted that for a similar computational grid to solve the equation, the Fourier spectral method is more accurate than the finite difference method for shock capturing.

Figure 8. Dimensionless velocity profiles at different viscosities at \( t=0.3 \) s.

Figure 7. Dimensionless velocity profiles at different times for (a) \( v = 1 \), (b) \( v = 0.1 \), (c) \( v = 0.01 \).

Figure 8 shows the effect of viscosity changing in the velocity profiles. By increasing the viscosity the expected shock fades. The following graph shows the solution obtained for different viscosities at time \( t=0.3 \) s.
Spectral method. This is one of the main advantages of the Fourier Spectral method. Thus, for hard computational grids, the Fourier Spectral method is far more accurate than for the central differential method.

Oscillations generated in the numerical solution are called numerical scattering. This phenomenon appears for small values of the viscosity. It produces oscillations around the shock. Smaller amounts of \( \nu \) (here \( \nu <0.005 \)) expands the amount of numerical error. Fourier Spectral method results for \( \nu = 0.001 \) are presented in Fig. 10. The values of solution in \( \nu = 0.001 \) for the central difference method are divergent.

As previously mentioned in the abstract, one of the advantages of the Fourier Spectral method is to capture periodic problems physics using a hard grid for the numerical solution. Fig. 11-(a) and 11-(b) show numerical results for number 4 and 40 nodes in the computational grid (\( N = 4 \), \( N=40 \)) and \( \nu=1 \), using spectral methods and the central difference method. As it can be seen, by reducing the number of nodes (hard grid), errors and changes occur in the solution of the central difference method. But these errors and changes are not observed in the results of the Fourier Spectral method. Figure 9. Shock formation in velocity profiles for \( \nu=0.005 \). (a) Fourier Spectral method results (b) central difference method results.

Figure 10. Numerical scattering in solution for \( \nu=0.005 \) at \( t=0.02s \).

Figure 11. Dimensionless velocity profiles for hard computational grid (\( N=4 \)) and fine computational grid (\( N=40 \)) (a) Fourier Spectral method results, (b) central difference method results.

4. Conclusion:
In this paper, Stokes’ second problem as linear problem and Burgers’ equation as nonlinear problem is analysed by the Fourier spectral method. Also the results were compared with the BDF and FDM results. The most important conclusions of this paper are as follows:

The effect of viscosity is limited only during a short distance of (from) the plate.

The TSM (Time Spectral method) is an intense method in time-periodic unsteady flow analysis. So, that presents a proper accuracy of the solution and a low time for
convergence. This method presents appropriate accuracy and needs low computational time for solving the periodic problems in comparison with typical traditional schemes like BDF.

For hard grids, the Fourier spectral algorithm presents a better solution than does a differential method. It means that an accurate solution can be reached with fewer nodes in a computational grid. Moreover, with a finer grid, there is not much change in the solution. On the other hand, more grid nodes must be used to achieve good results by differential methods and the finer the grid the more accurate the results, but computational costs increase. So, the Fourier spectral method has a higher convergence rate.

Viscosity causes depreciation in disorder created in flow, and with the passage of time the velocity of fluid flow tends toward zero. A reduction in viscosity can cause the appearance of sudden changes in velocity (shock formation).

At the shock location where changes of velocity are very high, the Fourier spectral method is more careful than the central difference method in numerical analysis of problem physics.

**APPENDIX**

**Fourier Collocation Matrix.**

This section studies the spectral Fourier derivative operator formulation and how to calculate it in physical space. The derivation is based on lecture notes of Moin [1].

Assume that f(x) is a function with a period of T defined on the grid,

\[ x_j = \frac{Tj}{N} \text{ where } j=0,1,2,...,N-1 \]

**A.1 Even Formulation:**

The discrete Fourier transform of \( f(x) \) is introduced by

\[ \hat{f}_k = \frac{1}{N} \sum_{n=0}^{N-1} f(x_j) e^{-ik\frac{2\pi}{N}x_j} \] (A.1)

and its inverse transform is as

\[ f(x_j) = \sum_{k=-N}^{N-1} \hat{f}_k e^{ik\frac{2\pi}{N}x_j} \]

The spectral derivative of \( f(x) \) at point \( j \) is given by

\[ \frac{df(x)}{dx} \bigg|_j = \frac{2\pi}{T} \sum_{k=-N+1}^{N-1} ik\hat{f}_k e^{i\frac{2\pi}{N}x_j} \]

Substitute for \( \hat{f}_k \) from equation (A.1), to obtain

\[ \frac{df(x)}{dx} \bigg|_n = \frac{1}{N} \frac{2\pi}{T} \sum_{k=-N+1}^{N-1} \sum_{j=0}^{N-1} ikf(x_j)e^{-ik\frac{2\pi}{N}x_j} e^{i\frac{2\pi}{N}x_j} \]

Note that:

\[ x_j = \frac{Tj}{N}, x_n = \frac{Tn}{N} \]

\[ Df \bigg|_n = \frac{1}{N} \frac{2\pi}{T} \sum_{k=-N+1}^{N-1} \sum_{j=0}^{N-1} ikf(x_j)e^{i\frac{2\pi}{N}x_{n-j}} \]

Let:

\[ d_n^f = \frac{1}{N} \frac{2\pi}{T} \sum_{k=-N}^{N-1} ikf(x_j)e^{i\frac{2\pi}{N}x_{n-j}} \] (A.2)

Then

\[ Df \bigg|_n = \frac{2\pi}{T} \sum_{j=0}^{N-1} d_n^f(x_j) \]

in which \( d_n^f(x_j) \) is a multiplication of a matrix at a vector where the elements of the matrix are \( d_n^f \) and the vector is \( f(x_j) \). The elements \( d_n^f \) of the matrix can be computed analytically. First, the sum in equation (A.2) is computed. Let

\[ s = \sum_{k=0}^{N-1} e^{ik\pi/2} = e^{-i\frac{N-1}{2}x} + e^{-i\frac{N-2}{2}x} + ... + e^{-i\frac{1}{2}x} \]

using the geometric series, the summation can be evaluated as,

\[ s = e^{-i\frac{N-1}{2}x} \frac{1 - e^{-i(N-1)x}}{1 - e^{-i\pi/2}} \] (A.3)

Multiplying the numerator and denominator in equation (A.3) by \( e^{-i\pi/2} \) term, to obtain

\[ S = \frac{e^{-i\frac{N-1}{2}x} - e^{i\frac{N-1}{2}x}}{1 - e^{-i\pi/2}} = \frac{\sin N\frac{N-1}{2}x}{\sin \frac{\pi}{2} x} \]

This expression can be differentiated to yield the desired sum,

\[ \frac{dS}{dx} = \sum_{k=0}^{N-1} ike^{ik\pi/2} = \frac{N-1}{2} \cos \frac{N-1}{2}x \frac{\sin \frac{N-1}{2}x}{2} - \frac{1}{2} \cos \frac{x}{2} \sin \frac{N-1}{2}x \]

This expression can be simplified using trigonometric identities and noting that \( x = \frac{2\pi}{N}(n-j) \):

\[ \sin \frac{N-1}{2}x = \sin \frac{N}{2}x - \frac{x}{2} = (-1)^{n-j} \sin \frac{x}{2} \]

\[ \cos \frac{N-1}{2}x = \cos \frac{N}{2}x - \frac{x}{2} = (-1)^{n-j} \cos \frac{x}{2} \]

Therefore
\[ dS = \frac{N - 1}{2} \left( -1 \right)^{n-j} \cos \left( \frac{x}{2} \right) \sin \left( \frac{x}{2} \right) + \frac{1}{2} \left( -1 \right)^{n-j} \sin \left( \frac{x}{2} \right) \cos \left( \frac{x}{2} \right) \]

Thus:

\[ d_n' = \begin{cases} 
\frac{1}{2} \left( -1 \right)^{n-j} \cot \left( \frac{\pi (n-j)}{N} \right) & : n \neq j \\
0 & : n = j
\end{cases} \]

A.2 Odd Formulation:

For Odd Formulation, same calculation has been done. Finally

\[ d_n' = \begin{cases} 
\frac{1}{2} \left( -1 \right)^{n-j} \cosec \left( \frac{\pi (n-j)}{N} \right) & : n \neq j \\
0 & : n = j
\end{cases} \]
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